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1. Summary 

Breach of quality standard for Regulatory Year 2023. 

As detailed in sec�on 4 – Quality Standards of our Annual Compliance Statement for the year ended 

31 March 2023 (RY2023), The Lines Company (TLC) is non-compliant with our unplanned (class C) SAIDI 

and SAIFI. As we have exceeded our unplanned limits for the assessment period, we must provide the 

Commerce Commission with unplanned interrup�ons repor�ng and make the report publicly available 

on our website. 

 

Summary of our assessment.  

In Regulatory Year 2023 (RY2023) the TLC network experienced the most extreme weather days since 

records began in 1940, with almost three �mes the number of extreme weather days than the previous 

20-year average.  Although the year was punctuated with Cyclone Gabrielle in February, 92% of the 

most extreme weather days1 in RY2023 had occurred before that point.   

 

Our analysis indicates that weather intensity was the key driver behind TLC’s outages in RY2023, with 

75% of our interrup�on dura�on (SAIDI) and 44% of our interrup�on frequency (SAIFI) resul�ng from 

outages occurring around days with extreme weather.   

  

TLC also experienced outages caused by defec�ve equipment; however, it was pleasing to see that 

despite the significant addi�onal stress on the TLC network, defec�ve equipment faults, and their 

impact on customers remained generally consistent with the previous five-year average.   

 

Our response to cyclone Gabrielle 

Cyclone Gabrielle was an excep�onal event that created significant disrup�on on our network.  As with 

other electricity distributors, field and fault resources were stretched beyond normal opera�ng 

capacity as we sought to manage the volume of damage to our network.  We have undertaken an 

independent review to iden�fy the key learnings from this event and to understand how we can 

prepare for similar events in future.  This has highlighted some improvements we can make how we 

develop a greater ‘surge’ response for extreme events, especially in key areas of our control and field 

teams.  We are working to further develop in this area, giving considera�on to efficiencies we can make 

by implemen�ng suppor�ng systems, and balancing costs to our customers. 

 

 
1 85% of extreme weather days occurred before Cyclone Gabrielle as measured at the 95th percentile, 

or 92% as measured by the 90th percentile, as defined by NIWA, occurred prior to February 2023. 
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TLC is con�nuing to invest in asset management. 

TLC is making significant investments in its network and people.  We have materially increased our 

asset renewal and quality of supply expenditure in the last five years and con�nue to progress our 

asset management capabili�es and suppor�ng systems through an ongoing asset management 

improvement programme.   

 

We believe our people, processes and systems are working effec�vely to manage reliabilty to our 

customers and we are con�nuing to posi�vely progress our asset management capabili�es and 

network performance. 
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2. Reference to repor�ng compliance requirements. 

DPP 
Determina�on 
Requirement Reference sec�on in this report 

12.4 (a) Sec�on 8:  TLC’s quality and asset management performance in RY2023  
12.4 (b) Appendix B: Detailed Class C Interrup�ons 
12.4 (c) Sec�on 9: Independent reviews  
12.4 (d) Sec�on 11: Major Events Analysis and  

Appendix A: Summaries of Major Event ICAM reports 
12.4 (e) Sec�on 10: Internal Inves�ga�ons of our non-compliance 
12.4 (f) Appendix C: Analysis conducted 
12.4 (g) Sec�on 14 Intended reviews, analysis or inves�ga�ons into RY2023 reliabilty 

performance 
12.4 (h)  Schedule 10: Form of director’s cer�ficate for unplanned interrup�ons repor�ng 

 

 

3. Glossary. 

ADMS Advanced Distribu�on Management System 
DOC Department of Conserva�on 
GLZ Growth Limit Zone 
LiDAR Light Detec�on and Ranging 
ME Major Event 
NIWA Na�onal Ins�tute of Water and Atmospheric Research 
RY Regulatory year - commencing 1 April to 31 March. 
SAIDI System Average Interrup�on Dura�on Index 
SAIFI System Average Interrup�on Frequency Index 
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6. Our Network. 

The Lines Company Limited (TLC) owns and operates the electricity distribu�on network in the King 

Country, Ruapehu and Central Plateau areas. Our network covers an area of 13,700 km2 and supplies 

approximately 24,000 connec�ons. Our network has 4,500 km of power lines, 35,000 power poles, 

5,000+ transformers, 29 substa�ons and eight points of supply from the na�onal grid. 

7. Quality Compliance. 

Clause 9.7 of the DPP Determina�on requires non-exempt Electricity Distribu�on Businesses (EDBs), 

in respect of each assessment period, to comply with the annual unplanned reliability assessment 

specified in clause 9.8 for that assessment period.  To comply with the annual unplanned interrup�ons 

reliability assessment, non-exempt EDBs must not exceed the unplanned SAIDI limit, or the unplanned 

SAIFI limit specified in paragraph (1) of Schedule 3.2 of the DPP Determina�on. 

 

TLC did not comply with its Unplanned SAIDI or SAIFI limits for RY2023 as shown in Table 1: 

Table 1 Compliance Summary 

Unplanned SAIDI 

Unplanned SAIDI Limit 181.48 

Unplanned SAIDI Assessed Values 238.94 

Compliance result Non-Compliant 

Unplanned SAIFI 

Unplanned SAIFI Limit 3.2715 

Unplanned SAIFI Assessed Values 3.4377 

Compliance result Non-Compliant 

 

As we did not comply with clause 9.8(a) of the DPP Determina�on and accordingly, we must: 

1. Provide the Commission with the “unplanned interrup�on repor�ng” specified in clause 12.4 

of the DPP Determina�on within five months a�er the end of that assessment period; and 

2. Make the “unplanned interrup�ons repor�ng” available on our website. 

This report is provided to meet the requirements following our non-compliance with Unplanned SAIDI 

and SAIFI for RY2023. 
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8. TLC’s quality and asset management performance in 
RY2023. 

Section12.4(a) of the DPP Determination 2020 requires us to report on the reasons for not complying 

with the annual unplanned interruptions reliability assessment specified in clause 9.8 and supporting 

evidence for those reasons. 

 

Our assessment of the network unplanned outage performance is that: 

• In terms of TLC’s breach of SAIDI and SAIFI compliance thresholds: 

o Adverse weather and out of zone tree fall (which was driven by adverse weather) were 

the primary drivers of outages during the year. 

o Defec�ve equipment and unknown cause outages were secondary effects driven in part 

by the adverse weather experienced in RY2023. 

o RY2023 was, by historic measures of weather intensity, an excep�onal year. 

o The effects of that weather intensity were seen throughout the year, and not confined to 

specific months.  

• In terms of TLC’s network assets: 

o The condi�on of TLC’s at-risk (H1 and H2) assets is broadly in line with the industry 

median. 

o H1 and H2 assets were not dispropor�onately represented in defec�ve equipment faults. 

• In terms of TLC’s asset management prac�ces: 
o TLC is consistently renewing assets in line with its forecasts and is inves�ng at a rate 

generally higher than the industry as measured by investment per customer. 

o TLC is making ongoing improvements to its asset management capabili�es and systems. 

 

These findings and suppor�ng evidence are outlined in the following sec�ons of this report.  
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9. Independent reviews of our network 
Section12.4(c) of the DPP Determination 2020 requires us to report on any independent reviews on the 

state of the network or operational practices completed in the assessment period or in any of the three 

preceding assessment periods. 

 

Two external reviews have been undertaken rela�ng to the relevant assessment periods.  They focused 

on gaining a beter understanding of our fault causes and our opera�onal response to managing faults.  

The reports and their key findings are summarised below and are atached in Appendix C. 

 

A further report by Strata Energy was commissioned by the Commerce Commission to inves�gate TLC’s 

SAIDI and SAIFI quality compliance in RY’s 2018, 2019 and 2020, and was completed in March 2020.  

The outcome of this inves�ga�on is yet to be finalised; however, it is likely that an independent 

engineering review will be completed as part of the follow up to the quality exceedances. 

 

Responding to Cyclone Gabrielle 

This report was commissioned to enable TLC to assess its performance in managing an extreme event, 

and to gain insights on areas of improvement.  The report is summarised in Table 2. 

 

Table 2 Independent review: TLC’s response to Cyclone Gabrielle 

Title Responding to Cyclone Gabrielle:  A review of The Lines Company’s response to and recovery 

from Cyclone Gabrielle 

Author Paul Blackmore, Agila Solu�ons Limited 
Issued 30 June 2023 
Purpose To document the learnings that The Lines Company (TLC) gained from its response to and 

recovery from the impact of Cyclone Gabrielle and provide TLC with insights and 
recommenda�ons on how to improve its response to future events. 

Summary of 
Findings 

The key findings of the report are summarised as follows: 
• TLC implemented a Co-ordinated Incident Management System (CIMS) framework 

during Cyclone Gabrielle, but it was not specifically tailored to damaging windstorms.    
• The implementa�on of prepared informa�on gathering tools such as integrated 

dispatch and incident Response Management spreadsheets could have enabled the 
CIMs intelligence func�on to operate more effec�vely. 
 
TLC notes that: These are key learnings for TLC to streamline its CIMs framework, (which 
was first initiated mid 2022 calendar year) for major events.  TLC had planned to run a 
major incident simulation in March to test the robustness of the CIMS framework under 
a major event scenario, but this was pre-empted by Cyclone Gabrielle which occurred 
before the planned simulation. 
 

• The use of visual aids such as maps displaying the loca�on and status of outage areas 
proved to be highly effec�ve. 
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TLC notes that: The use of visual aids continues to be a significant tool for TLC’s control 
functions, and we are continuing to develop these. 

 

• It could have been helpful to have addi�onal controllers available to alleviate 
botlenecks for switching and access permits. 
 
TLC notes that: We agree that it could have been helpful to have additional controllers 
to alleviate bottlenecks, and the issue was exacerbated by the illness of one controller 
during the Cyclone Gabrielle event.  However, we note that the number of controllers is 
dimensioned to support normal business operations (including being able to support 
typical major events).  In contrast, Cyclone Gabrielle was an extreme event that was 
unprecedented.  There are pragmatic recommendations in the report to relieve 
constraints on controllers (such as administrative tasks) that we are reviewing. Our 
Digital Utility Programme, which we are now commencing, is expected to significantly 
change the controller functions through the implementation of an Advanced 
Distribution Management System (ADMS) that will alleviate significant overhead from 
controllers.  This is expected to be implemented over the next 24 months. 
 

• Beter communica�on of restora�on priori�es to controllers and field crews would have 
improved queuing of field crew access to the controllers. 
 
TLC notes that: We agree, and this is a key learning in our response to extreme events. 
 

• Undertaking a significant network event simula�on exercise can enhance the response 
to major weather events. 
 
TLC notes that: We agree, and as noted, this was planned for March 2023 but was pre-
empted by the occurrence of Cyclone Gabrielle. 
 

 

This review has been a valuable in developing our response to managing extreme events.  However, 

we note that had the recommended mi�ga�ons been in place, TLC’s SAIDI and SAIFI compliance 

outcomes would not be materially different, as the majority of the SAIDI and SAIFI incurred during the 

event was “normalised out” of our compliance assessment via the quality normalisa�on process.  As 

we note later in this report, RY2023 was characterised by an almost threefold increase in extreme 

weather days, which occurred throughout the year, and this was the primary contributor to SAIDI and 

SAIFI performance. 

 

Failure Mode and Effects Analysis of pole top assets. 

This review was commissioned to gain a deeper understanding of common pole top failures, and the 

effec�veness of inspec�on methods to detect them.  This work was undertaken to support a business 

case to commission a full network wide pole top photography programme to update TLC’s asset 

database on the health of TLC’s core distribu�on line assets.  The report is summarised in Table 3. 
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Table 3 Independent review: Failure mode and effects analysis 

Title Review of Failure Mode and Effects Analysis (FMEA) 

Author Paul Blackmore, Agila Solu�ons Limited 
Issued 20 November 2022 
Purpose To assess TLC’s defec�ve equipment failure modes and determine how these could be 

detected by various inspec�on methods.  The report inves�gated the following issues:  
• Consequences of failure in rela�on to safety and service levels. 
• The level of risk given current failure rates  
• The most effec�ve inspec�on task available for the failure cause. 
• How far in advance can the inspec�on task detect future failure. 
• Tasks effec�veness – propor�on of future failures it can reliably detect. 

Summary of 
Findings 

The key findings of the report are summarised as follows:  
• Pole top photography is effec�ve for about 64% of failure modes.   
• Ground inspec�ons will s�ll be required to manage safety related structural 

failure modes for �mber poles, steel poles and stay wires.  
• There is no effec�ve field inspec�on method to address joint and conductor 

failures, but this could be managed by predic�ve modelling. 
 
TLC notes that: This review has supported TLC’s decision to commission a full network 
pole top photography condition assessment which is planned to be completed in 
RY2024. 
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10. Internal Inves�ga�ons of our non-compliance 
Section 12.4(e) of the DPP Determination 2020 requires us to include in our unplanned interruptions 

report any investigations we have undertaken to understand why we did not comply with our 

compliance limits. 

 

We have undertaken an internal review of RY2023 performance which is provided in this sec�on. 

10.1. Extreme weather and out-of-zone tree interference were the primary drivers of 
our non-compliance. 

The primary drivers of noncompliance in RY2023 were: 

• an increase in extreme weather events on our network 

• interference from out of zone trees which was driven by adverse weather. 

Two other outage categories contributed to our SAIDI and SAIFI performance in RY2023, which we 

believe are also driven by adverse weather above. They were: 

• outages caused by defec�ve equipment. 

• outages caused by unknown cause interrup�ons. 

10.2. RY2023 was an extreme year even without Cyclone Gabrielle.  

Figure 1 shows the context of our unplanned Raw (non-normalised) SAIDI in RY2023 compared 

with the preceding five-year average.  This includes the impact of Cyclone Gabrielle in February 

2023, which was a rare event with a material impact on our total outage performance. 

Figure 1: RY2023 raw SAIDI compared with the preceding 5-year average 

 
 

Figure 2 shows the total Raw (non-normalised) SAIDI with the impact of Cyclone Gabrielle 

removed.  In this case we have replaced the February 2023 SAIDI with the preceding 5-year 
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average SAIDI for February.  It shows that even without the impact of Cyclone Gabrielle, RY2023 

was an extreme year dominated by vegeta�on interference and adverse weather condi�ons. 

 

Figure 2: RY2023 raw SAIDI compared with February adjusted to the preceding 5-year average.  

 
 

Figure 3 shows the context of our unplanned Raw (non-normalised) SAIFI in RY2023 compared 

with the preceding five-year average (this includes the impact of Cyclone Gabrielle) and shows that 

adverse weather and vegeta�on were the primary drivers for SAIFI increases during the year. 

 

Figure 3: RY2023 raw SAIFI with February 2023 normalised to the preceding 5-year average. 
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Figure 4 shows the total raw (non-normalised) SAIFI with the impact of Cyclone Gabrielle removed.  

It highlights that the core drivers of SAIFI during the year were the same and that Defec�ve 

Equipment and Unknown Cause SAIFI were lower than the 5-year average. 

 

Figure 4: RY2023 raw SAIFI with February 2023 adjusted to the preceding 5-year average. 

 
 

10.3. Analysis of key driver: Extreme weather. 

We have assessed RY2023 in several ways to highlight the significant difference in RY2023 

compared with prior years. 

Extreme weather days comparison. 

To assess the impact of weather on TLC’s network performance in RY2023, we engaged NIWA to 

establish a base measurement for extreme weather, which we defined as days where the wind 

intensity or rain inunda�on (or both) were above the 95th percen�le for the TLC network (refer to 

Extreme Weather Report prepared by NIWA in Appendix D).  We have included rain inunda�on as 

a criterion because although wind intensity is typically the primary cause of vegeta�on or weather 

related outages, rain inunda�on weakens the suppor�ng ground strength of trees and pole assets, 

rendering them more suscep�ble to failure under lighter wind gusts. 

Figure 5 shows the count of days each year when weather intensity exceeded the 95th percen�le 

over the last twenty years.  It shows that RY2023 had the most extreme weather days of any year 

in the last twenty years.  The total count of extreme weather days was roughly 2.8x the 

preceding twenty-year average.  NIWA’s analysis has also confirmed that in fact RY2023 had the 

most extreme weather days since records began in 1940 when measured at the 95th percen�le.  
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Figure 5: RY2023 – count of days when weather intensity exceeded the 95th percen�le on the TLC network. 

 
 

Extreme weather correla�on with faults 

To understand the correla�on between extreme weather and fault count we overlaid the 

extreme weather days against days when TLC’s fault count exceeded 5 outages per day2.  We also 

extended the NIWA analysis to capture days when the weather intensity exceeded the 90th 

percen�le, to provide a broader data set for weather and fault correla�ons. 

Note that the correla�on is imperfect because wind and water inunda�on are localised and have 

build-up and run-down periods.  Consequently, we expect that faults will build in days just prior 

to an extreme weather day and con�nue a�er as the storm intensity reduces but has le� residual 

damage on the network that is vulnerable to further failure.  Our experience is that outages 

linked to an extreme weather event tend to begin ~24 hours prior as the storm builds up, and 

con�nue un�l ~3 days a�er, as property owners no�ce water supply to troughs and other 

services are not opera�ng.   To demonstrate this and the correla�on with extreme weather 

events we have shown the four-day window (‘bands’) around extreme weather days. 

 

Figure 6 shows that there is a strong correla�on between extreme weather days in RY2023 and 

the number of days with high outages.      

  

 
2 The rationale for choosing five outages per day was to eliminate the effect of ‘normal ’fault days from 

the analysis.  Typically, TLC experiences less than five outages per day (87% of days in RY2023 had less 
than five outages). 

In RY2023 the TLC 
network experienced 

2.8x more extreme 
weather days 

compared with the 
preceding 20 year 

average 



16 
 

Figure 6: RY2023 – correla�on of days when weather exceeded the 90th percen�le on the TLC network and 
fault count 

 
 

 

 

 

Not all outages are driven by wind and water inunda�on.  In some cases high fault days occur 

outside extreme weather days.  In most cases during RY2023, high fault occurrences outside 

extreme weather days were driven by lightning storms that did not breach the 90th percen�le 

intensity threshold but generated significant faults.  For example, 14 lightning faults occurred on 

13 October and 18 lightning faults occurred on 20 December.   

 

Most extreme weather days occurred prior to cyclone Gabrielle. 

Although the year was punctuated by the impact of Cyclone Gabrielle in February 2023, most of 

the extreme weather days occurred before that point.  85% of extreme weather days if measured 

by the 95th percen�le occurred before February 2023, and 92% if measured by the 90th 

percen�le. 

 

Most of TLC’s fault count, SAIDI and SAIFI occurred during the extreme weather windows. 

The extreme weather windows, meaning the 24 hours prior to and 3 days following an extreme 

weather day, totalled 82 days in RY2023, or 22% in terms of �me.  However, most of the fault 

count, SAIDI and SAIFI occurred during these extreme weather windows.  Table 4 shows that 75% 

of SAIDI and 44% of SAIFI occurred during the bands around the 90th percen�le extreme weather 

days. 

High fault days tend 
to occur around 

days with extreme 
weather. 

Days with extreme 
weather 

represented in grey 
bars. 

Fault count in these 
periods was dominated 

by ligh�ng events. 
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Table 4 Outages that occurred during the bands around 90th percen�le extreme weather days. 

 Days in the 
extreme weather 

bands 

Count of 
faults 

SAIDI SAIFI 

Within the extreme weather bands 82 525 491 1.76 

Total in all RY2023 365 1,188 656 3.98 

Propor�on 22% 44% 75% 44% 

 

 

Count of outages comparison 

Figure 7 provides a consolidated comparison of RY2023 compared with TLC’s historic 

performance, showing the count of outages in RY2023 compared with the preceding five-year 

average.  This demonstrates that the fault count was consistently high across the RY2023 year, 

and not confined to individual months. 

Figure 7: RY2023 count of outages compared with the preceding 5-year average. 

 
 

 

High fault days comparison. 

Days with extreme weather generate mul�ple faults, so we can also get an indica�ve view of 

weather impacts by assessing the count of outages per day where the fault count is high.  TLC 

typically experiences around 20 days per year when the fault count exceeds five faults per day.  

Figure 8 shows that in RY2023 TLC experienced 47 high-fault days.  Although this is only an 

indica�ve measure of the impact of weather on our network, it demonstrates the significant 

difference of RY2023 compared with TLC’s historic trends.  

 



18 
 

We note from this analysis that electricity distributors, including TLC, are typically sized to 

manage an average year of outages.  Although there is some ability to stretch capacity for 

unusual years, the volume of high fault days in RY2023 was beyond expected opera�ng capacity.  

This impacted TLC’s response to faults, especially in regard to managing fa�gue.  Under these 

circumstances the average �me to restore faults typically increases during high fault days. 

Figure 8 shows context of high fault days TLC experienced on its network in RY2023.  It shows 

that the number of days with high fault counts more than doubled in RY2023 compared with the 

preceding five-year average. 

 

Figure 8: Number of days with more than five outages. 

 
 

 

10.4. Analysis of key driver: Out of Growth Limit Zone (GLZ) vegeta�on interference. 

RY2023 also saw an increase in vegeta�on interference due to out of growth limit zone 

compared with prior years.  In 2021, we extended our fault repor�ng to capture more detail on 

vegeta�on interference, which has shown that more than 90% of our vegeta�on interference is 

caused by trees falling onto lines from outside the GLZ no�ce zone.  Figure 9 shows that in 

RY2023 98% of vegeta�on outages were caused by out of zone tree fall. 

Figure 9: Vegeta�on outages in RY2023 

The number of high fault 
days more than doubled 

in RY2023 compared 
with preceding years.  
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We have previously noted in our submissions on tree regula�ons, that tree fall is an increasing 

challenge on the TLC network for several reasons:   

1. The network is heavily forested with both na�ve na�onal parks and commercial pine 

forests with 269 km of our overhead lines running through forestry blocks and a further 

106 km through dense Department of Conserva�on (DOC) land.  TLC has intensive 

vegeta�on clearance programs in place and regularly fly the network by helicopter to 

iden�fy tree risk areas and do fault finding.  Landowners are no�fied of any vegeta�on 

withing the Growth Limit Zone and TLC will work with them to either remove or trim these 

trees as required.  Landowners are however generally less co-opera�ve to remove trees 

outside the GLZ and it is these trees that causes most of our issues.  

2. As well as ongoing the helicopter inspec�ons TLC executed a full LiDAR scan across the 

network in 2021 and plan do this every four years.  This LiDAR scans enables our 

engineering team to pro-ac�vely iden�fy low hanging lines, lines with poten�al to clash, 

the proac�ve iden�fica�on vegeta�on encroaching into the GLZ. 

3. Figure 10 shows a line corridor with a na�onal park and commercial forest on either side.  

Figure 11 shows the same forest following a storm, with severe damage resul�ng primarily 

from the commercial forest. 

 

Figure 10: Example of a line corridor prior to a storm. 

In RY2023, 98% of vegeta�on outages were caused by 
trees failing onto our lines from outside the no�ce 

zone, or from windblown debris.  
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Figure 11: The same line corridor following a storm. 

 

 

4. The density of commercial forest planta�ons means that internal trees have weak root 
structures and are extremely vulnerable to rain inunda�on and wind.   Figure 12 shows an 
internal tree that has failed and fallen onto a line.  

 

Figure 12: Example of tree damage from a planta�on forest. 
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5. Vast areas of land are being converted from cleared land tradi�onally used for dairy or beef 

farming, to heavily forested areas to support carbon sequestra�on.   

 

Figure 13: A line originally constructed on a farm that has been converted to a commercial forest. 

 

6. Rain inunda�on destabilises root systems causing failure even without wind impacts.  
Figure 14 shows a tree that is at risk of falling onto a line following heavy rainfall. 

Figure 14: Example of tree at risk of falling onto a line following heavy rainfall. 
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7. Forest structures fail completely under severe cyclones.  During Cyclone Gabrielle vast 
areas of commercial forests were devastated, as pine trees snapped in half under heavy 
winds.  TLC’s network infrastructure was severely damaged as a result. 
 

Figure 15: A commercial forest with most trees snapped following Cyclone Gabrielle 
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10.5. Analysis of secondary factor: Defec�ve equipment 

We assess that defec�ve equipment was a secondary factor in our SAIDI performance in RY2023.  

Defec�ve equipment faults were elevated in RY2023 but remained generally consistent with 

historic performance despite the effects of Cyclone Gabrielle. However, the SAIDI impact from 

the defec�ve equipment faults was minor in comparison with the primary drivers (weather and 

vegeta�on).  Figure 16 shows that defec�ve equipment fault count has been trending down over 

the last decade.  Although RY2023 saw an increase in defec�ve equipment outages, the increase 

was rela�vely low and propor�onal to the significant increase in extreme weather experienced 

on the network.   

Figure 16: Defec�ve equipment fault count trends 

 
Figure 17 shows that defec�ve equipment SAIDI increased marginally in RY2023.  

Figure 17: Defec�ve equipment SAIDI trends. 

 
 

In general, Defec�ve Equipment outages correlate strongly with weather intensity.  For context, 

typical common failure modes seen on distribu�on equipment as a result of severe weather are: 

• Conductor failures 

Defec�ve equipment 
failures have been 

trending down over 
the past ten years 

Defec�ve equipment 
SAIDI increased 

marginally in RY2023 
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• Cross-arm failures due to excess strain on cross-arms 

• Jumper failures 

Addressing these common failure modes is part of TLC’s ongoing renewal programme discussed 

later in this report.  

10.6. Analysis of secondary factor: Unknown cause interrup�ons. 

Typically, unknown cause outages also correlate with extreme weather.  Unknown cause faults 

can be caused by a range of reasons.  Examples include tree branches momentarily contac�ng 

lines, wind-blown debris, or lines swinging into nearby trees.  Each will cause a fault which is 

later cleared (the debris or line is blown away) leaving no iden�fiable evidence of the ini�a�ng 

event.  These faults trip protec�on equipment which is later reclosed remotely or manually by a 

fault man.   

Unknown cause fault count has, in general, been trending up.  This is likely, in part, driven by our 

automa�on programme, which has seen a significant number of new auto-reclose switches on 

our network in an atempt to reduce SAIDI and the effect of an extended outage on customers. 

Figure 18: Unknown cause fault count trends. 

 
SAIDI from unknown cause faults has been trending up over the last ten years despite the 

improvements brought along with the automa�on programme.  We believe that in part this is 

because we have also introduced new health and safety processes (such as blind closing and fire 

management policies) that require longer wait �mes before ini�a�ng a reclose.  Figure 18 shows 

that the unknown cause fault count in FY23 was generally consistent with prior years, and  

 

Figure 19 shows that Unknown cause SAIDI was slightly elevated. 

 

Figure 19: Unknown cause SAIDI trends. 

Unknown cause faults 
have been trending 

up as TLC has 
installed more 

automa�on on its 
network 
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Our assessment is that while unknown cause faults were a contributor to the increase in SAIDI in 

RY2023, they were not a primary driver, and would have been exacerbated by weather and 

vegeta�on impacts discussed earlier. 

 

10.7. Our analysis indicates that the primary drivers of outages in FY2023 were not 
within TLC’s direct control. 

During RY2023 most interrup�ons were caused by weather and vegeta�on (specifically out of 

zone vegeta�on), which are factors not within TLC’s direct control.  Table 5 shows that the 

materiality of the SAIDI increases resul�ng from weather and vegeta�on drivers.  

 

Table 5 Primary drivers of SAIDI and compara�ve increase from preceding years. 

Outage Category RY2023 Raw 

SAIDI 

% Preceding 5yr 

Ave 

RY2023 

increase 

Adverse weather and lightning  120 18%  31  286% 

Vegeta�on interference  375 57%  53  609% 

Defec�ve equipment  90 14%  78  16% 

Unknown cause  27  4%  21  31% 

All other categories  43  7%   48  -9% 

Total RY2023, all categories  656  100%  230   

 

 

 

 

Figure 20  shows this graphically.  In total, SAIDI driven by factors outside TLC’s control increased 

by an average of 338% and SAIDI driven by factors inside TLC’s control increased by 13% during 

RY2023. 

The significant increase in SAIDI in RY2023 was 
driven by weather and vegeta�on. 

Uknown cause SAIDI 
increased in RY2023 
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Figure 20: RY2023 Raw SAIDI within and outside TLC’s direct control. 

 
 

 

 

 

 

10.8. Our analysis indicates that the primary drivers of SAIFI and SAIDI (extreme 
weather and out of zone tree fall) were the same. 

Table 6 shows that the key drivers of SAIFI in RY2023 were the same as for SAIDI, i.e. the material 

increases were driven by weather and vegeta�on interference.  

 

Table 6 Primary drivers of SAIFI and compara�ve increase from preceding years 

Outage Category RY2023 Raw 

SAIFI 

% Preceding 5yr 

Ave 

RY2023 

increase 

Adverse weather and lightning  0.65 16%  0.32  104% 

Vegeta�on interference  1.14  29%  0.32  258% 

Defec�ve equipment  0.80 20%  0.90  -10% 

Unknown cause  0.69  17%  0.85  -19% 

All other categories  0.69  0   0.75  -8% 

Total RY2023, all categories  3.98  100%  3.14   

 

 

 

 

SAIDI driven by factors outside TLC’s 
control increased by 338% in RY2023. 

The key drivers of SAIFI in RY2023 were also 
weather and vegeta�on. 
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10.9. Opera�onally, TLC recognised compliance risks early and took ac�ons to mi�gate 
those risks. 

TLC recognised the poten�al for exceeding its compliance limits rela�vely early in the year, and 

made material atempts to mi�gate an exceedance outcome. 

 

• At the end of July, following two months of unusually extreme weather, TLC management 

noted in its August Opera�ons Report to the Board, that it had established a working 

group to iden�fy ways to reduce SAIDI and SAIFI for future months.   

• In the September Chief Execu�ve report to the Board, management noted that 

mi�ga�ng measures had been put in place to support the reduc�on of SAIDI which was 

the primary risk factor at that �me.  The mi�ga�ng measures taken included hiring two 

large generators, implemen�ng a new fault response process to trigger earlier dispatch 

based on a CIMS model, and placement of spare parts in readily accessible loca�ons3.  

• Management maintained a higher monthly vegeta�on expenditure run rate to reduce 

the volume of vegeta�on faults.  As such only $70k of the ~$1.3m budget remained by 

the end of January 2023, and approval was then given to increase this by a further $87k 

targeted at high-risk feeders during February and March. 

11. Major Events Analysis 

Section 12.4(d) of the DPP Determination 2020 requires that (d) where there was a SAIDI major event 

or SAIFI major event during the assessment period in which the non-exempt EDB first failed to comply 

with the annual unplanned interruptions reliability assessment specified in clause 9.8, any 

investigations of that SAIDI major event or SAIFI major event. 

TLC experienced six major events during RY2023: 

• Mokau feeder (SAIDI major event) caused by adverse weather. 

• Multiple feeders weather event 12 June 2022 (SAIDI major event) caused by extreme weather 

(lightning, wind) and out of zone trees.  

• Lake Taupo feeder (SAIDI major event A) caused by defective equipment – pole tops. 

• Gadsby/Wairere feeder (SAIDI major event) caused by defective equipment – pole tops. 

• Cyclone Gabrielle (SAIDI and SAIFI major event) caused by adverse weather and vegetation. 

• Lake Taupo feeder (SAIDI major event B) caused by vegetation – out of zone trees. 

 
3 In fact the placement of spare parts in readily accessible locations was initially implemented in one 

location but abandoned shortly after due to complexities of tracking and management of spares 
outside controlled depot locations. 
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Table 7 summarises the events that occurred and the key learnings from each which are either 

implemented already or in the process of being implemented.  A detailed summary of each major 

event is provided in Appendix A. 

 

Table 7 Summary of Major Events in RY2023 

Event Factors that could have 
prevented or minimised the 
event if implemented 

Recommenda�ons to mi�gate 
a future event 

Mokau feeder Rapid deployment of generators Analyse LIDAR Data for line clash 
poten�al and mi�gate high risk spans 
(included in renewal design) 

Inves�gate op�ons for permanent 
generator or back feed op�ons for 
Mokau (in progress) 

Mul�ple feeders weather event – 12 
June 2022 

Forestry owner clearance of out of 
zone (GLZ) trees 

Discussion with forestry owners to 
clear tees that are out of Growth 
Limit Zone (GLZ).  No�ng that TLC 
does not have legal rights to enforce 
this. (in progress) 

Lake Taupo feeder (A) Immediate dispatch of fault person 

Fixing damaged insulator as planned 
work 

Double nu�ng the crossarm kingbolt 

Update DS16 with double nu�ng 
procedure (complete) 

Consider retrofi�ng nuts on high 
cri�cality lines (following detailed 
analysis this won’t be progressed) 

Improve situa�onal awareness when 
responding to faults (in progress) 

Dispatch fault person immediately 
rather than wai�ng 15 minutes for 
manual closing atempt 
(implemented) 

Consider inves�ga�ng alterna�ve 
supply op�ons to Kiko Road 
substa�on (project defini�on scope 
done and business case under 
development) 

Gadsby/Wairere feeder Combining UAV and ground-based 
data for asset inspec�ons in asset 
management system 

Remedia�on tracking of all structural 
defects iden�fied by aerial inspec�on 

Check all structure defects in Wairere 
�e line. 

Develop process to transfer future 
UAV inspec�on data to asset 
management system (tendered) 

Update contact details of staff 
involved (completed) 
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Event Factors that could have 
prevented or minimised the 
event if implemented 

Recommenda�ons to mi�gate 
the impact of a future event 

Cyclone Gabrielle Refine the CIM event mangement 
processes to beter support major 
events. 

Generic CIMS framework needs to be 
customised (completed) 

Perform a significant event simula�on 
once process and system changes 
implemented (scheduled) 

 Con�nued use and extension of visual 
aids like maps. 

Create and deploy addi�onal visual 
aids (in progress) 

 Improve intelligence and 
communica�on of restora�on 
priori�es within the response team. 

Implement a suite of process 
management and informa�on 
gathering tools (in progress) 

 Simula�on of a significant network 
event. 

Improve restora�on process 
(completed) 

 Increase the number of controllers. 

 

Implemen�ng a digital u�lity 
programme including ADMS that will 
reduce the administra�ve workload 
on controllers (in progress) 

Lake Taupo feeder (B) Clearance of risk vegeta�on post 
cyclone 

Implement post major event process 
to priori�se review of affected areas. 
(Complete – ICAM process 
established) 

 

12.  Analysis of our network condi�on  

Our network health is aligned with industry, and we are inves�ng to improve it. 

In 2020 we established a condi�on scoring methodology that is aligned with the DSO common 

methodology and have further applied this to match asset health indices for repor�ng.  Network 

health is typically indicated by the volume of assets that are moving from the onset of unreliability 

(OOU) to their maximum prac�cal life (MPL), i.e. the H1 and H2 bands.   We expect assets in these 

categories carry a higher rate of failure, and our asset management aim is to replace assets prior to 

failure or sooner depending on their specific risk profile.  Figure 21 shows the typical failure of an 

asset over �me, and how we have applied our asset condi�on scoring system to align with the asset 

health indices. 
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Figure 21: Typical asset deteriora�on over �me 

 
We analysed TLC’s key assets to determine if TLC’s propor�on of H1 and H2 assets are aligned with 

industry.   Figure 22 shows that TLC’s propor�on of H1 and H2 assets within its key asset groups are 

broadly aligned with the industry median. 

Figure 22: How the condi�on of TLC’s key asset condi�on ranks against NZ Electricity Distributors 

 
Asset condi�on was not a key driver for our outages. 

The volume of TLC’s core 
assets in H1 and H2 health 

categories is generally 
aligned with the industry 

median  
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We analysed the propor�on of defec�ve equipment faults that occurred on our key pole and 

crossarm assets, to determine whether the faults dispropor�onately occurred on assets with 

health indices of H1 or H24.  Our finding was that the H1 and H2 assets were not 

dispropor�onately represented in our defec�ve equipment failures during RY2023.  Most 

defec�ve equipment faults occurred on assets with health indices H3 to H5, further indica�ng 

further that the faults are not caused by condi�on but other external factors including weather. 

 

Figure 23 shows that faults that occurred on TLC’s poles during RY2023 were approximately 

propor�onal to the pole popula�on across all asset grades. There was no iden�fiable 

concentra�on of faults in H1 and H2 asset groups.   

  

 
4 This purpose of this analysis was to understand how our main asset classes (poles and crossarms) were 

contributing to faults across condition grades.  To do this we filtered faults where the fault type was 
Defective Equipment and the fault cause was related to design, crossarms, insulators, poles, or stay 
wires.  For clarity other fault causes such as DDO, fuse, conductor, switchgear, lightning arrestor and 
transformer were excluded.  Lookups were used to identify the pole number and then the health 
indices for the pole and crossarm assets.  Not all poles were able to be identified from our outage 
data - we were successful in identifying about 85% of poles within these fault categories with 
reasonable confidence. 
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Figure 24 shows the same analysis and outcome for crossarm assets. 

 

Figure 23: RY2023 faults on poles across health grades 

 
 

  

H1 and H2 pole 
assets make up 6% 
of TLC’s pole fleet. 

 
In RY2023 5% of 

defec�ve 
equipment faults 

occurred on H1 and 
H2 pole assets.  
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Figure 24: RY2023 faults on crossarms across health grades 

 
 

Asset renewal has been a focus for TLC over the past five years. 

Since 2018 we have accelerated our renewal expenditure.  Figure 11 shows that asset renewal 

expenditure increased by 30% from an average of $6.7m (RY2010 to RY2017) to $8.8m (RY2018 

to RY2023). 

 

Figure 25: Asset replacement and renewal expenditure for the preceding ten-year period 

 
 

  

TLC has increased 
its average renewal 

expenditure by 
30% since RY2018  

H1 and H2 crossarm 
assets make up 9% 
of TLC’s crossarm 

fleet. 
 

In RY2023 9% of 
defec�ve 

equipment faults 
occurred on H1 and 
H2 crossarm assets.  
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Our expenditure on asset replacement and renewal generally exceeds our forecast. 

Since 2018 we have sought to priori�se renewal of overhead lines and projects to strengthen 

security of supply.  Figure 26 shows that our forecast renewal expenditure is in general, being 

consistently achieved through delivery5. 

Figure 26: Asset replacement and renewal expenditure – actual vs forecast 

 
 

In RY2023 TLC did not achieve its full capital expenditure overall, but our analysis indicates that 

this did not have any material impact on the network performance (refer to Note 2 below). 

Reasons for the underspend include: 

Project Category Deferred Projects Reason for Deferral Capex ($’000) 

Customer Projects Various customer 
works 

Deferred by customer  
904 

Renewals 

Ground mount 
transformers 

Awai�ng landowner consent 
(note 1) 1,978 

Line renewals (2 of 29 
deferred) 

Resource availability - limited 
by fault ac�vity (note 2) 860 

Tahāroa switch room 
renewal 

Dependency on customer 
planning 1,700 

Whakapapa / Tūroa ski 
field 

Access to site and lead �me for 
components 400 

Security of Supply 

Arohena substa�on 
upgrade 

Transformer design issue being 
resolved with manufacturer 500 

Kuratau feeder split Awai�ng landowner consents 930 
Mobile substa�on Originally intended to be 

purchased as part of a 
customer project 1,500 

   8,772 

 
5 Note that the underspend in RY2023 was primarily driven by a delayed renewal of a 33kV switch room 

($1.7m) serving a single industrial customer. 

Two line-renewals 
were deferred in 

RY2023.  However, 
their deferrals did 

not have a 
material impact on 

reliability.  
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Note 1:  The deferral of ground mount transformers is not just an issue of obtaining 

easements.  The current loca�on of these transformers is typically on private property that 

requires substan�al ground works to relocate to roadside, and in some cases crosses areas 

sensi�ve to our local Iwi. 

Note 2: Two of the 29 line-renewals planned for RY2023 were deferred, but their deferral did 

not have a material impact on reliability.  Three faults6 occurred on these lines during the 

RY2023 year accumula�ng to 0.036 SAIDI and 0.00013 SAIFI.  

 

Our renewal is in line with asset deprecia�on. 

During the last five years TLC has spent over $44 million on asset replacement and renewal, 

which amounts to 16.7% of the total RAB value for RY2023.  Renewal expenditure is also 

broadly aligned with deprecia�on (circa $9.4m), no�ng that assets are also renewed for other 

reasons rela�ng to safety or reliability and consequently their replacement expenditure falls 

into these regulatory repor�ng categories. 

 

Our renewal expenditure per customer is among the highest in the industry. 

Although we are becoming more targeted in our renewal planning, our renewal expenditure 

per customer is among the highest in the industry.  We are cognisant of the impact of this 

cost on our customers, however maintaining a reliable network is expected to provide 

enduring benefits to the community as a whole.  On that basis our 2023 AMP con�nues a 

significant renewal programme for the next ten year planning period.   

 

  

 
6 The causes for these three events were Defec�ve Equipment, Lightning and Unknown 

Cause.  
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Figure 27: Renewal expenditure per customer – industry comparison 

 
We have been focusing on renewing pole assets. 

Most of our faults occur on distribu�on lines.  Therefore, a key focus has been improving the 

condi�on of pole and crossarm assets.  Since 2018 we have upgraded an average of 932 

poles per annum from our ~35,000 pole assets.  This may include the replacement of poles 

or pole top assets (for example, in the case that the pole is of concrete construc�on with a 

>80-year life, crossarms may be upgraded or replaced but the pole may remain in-situ).  

Overall, this puts our pole renewal at a 38-year cycle.  This programme is set to con�nue for 

the forthcoming ten-year planning period outlined in our 2023 AMP. We are also introducing 

improved condi�on monitoring programs with pole top helicopter and drone inspec�ons, 

reducing the �mes in between condi�on assessments on our poles. 

 

12.1. We have been inves�ng in ways to reduce the impact of outages on our 

network. 

Since RY2018 we have also materially increased expenditure on quality of supply.  This has 

included a specific programme to increase the automa�on and sec�onalisa�on of our 

network by installing automated switches to isolate faults from higher popula�on centres. 

  

TLC ranks third in 
NZ in renewal 

expenditure per 
customer. 
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Figure 28: Quality of supply expenditure for the preceding ten-year period.  

 

 

  

TLC has increased 
its average quality 

of supply 
expenditure by 

166% since 
RY2018.  
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12.2. Condi�on of Assets. 

Our current asset condi�on is summarised below using the following asset health indicators. 

U Asset health unknown 
H1 Replacement recommended 
H2 High risks 
H3 Increasing risk 
H4 Assets serviceable 
H5 As new condi�on 

Poles Crossarms 

  
Overhead conductors Underground assets 

  
Power transformers Distribu�on transformers 

  
Subtransmission switchgear Distribu�on switchgear 
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13. Summary of our asset management improvement. 

Since 2018 TLC has implemented material changes to mature its asset management capabilities.  

These changes are summarised in this section. 

 

We have become more targeted in our renewal using asset data for planning decisions. 

Before RY2018 our asset renewal planning was driven primarily by asset age.  Since RY2018 we have 

adopted an asset health assessment methodology aligned with the DNO Methodology, used widely 

in Great Britain as a robust framework for assessing asset health.  Our assessment methodology is 

systemised using an applica�on tool called Asset Al�tude.  The Asset Al�tude system uses the DNO 

framework as well as a range of indicators to predict when assets reach the onset of unreliability and 

maximum prac�cal life.  The model drives our decisions in both the priori�sa�on of current year 

renewal planning and our forward renewal expenditure forecas�ng.  

 

We understand the importance of asset data quality and are con�nuing to make improvements. 

We have an ongoing asset data improvement programme.  Since RY2018 we have undertaken a 

range of ini�a�ves to improve our data quality.  This has included: 

• Reviewing assets with a ‘default commissioning date’ to es�mate the actual age of the assets 

based on other age indicators (specific asset type, asset stamp informa�on etc) 

• Redeveloping our inspec�on forms to capture a more comprehensive data set for condi�on 

analysis, as well as developing a tablet-based inspec�on tool and automa�ng the upload of data 

into our asset management database to eliminate human error. 

• Surveying the GIS loca�on of our poles using LiDAR correc�ng our asset records. 

• Developing an automated network connec�vity checking tool that corrects errors in connec�vity 

as assets are added, modified, or removed from our asset database. 

• Developing an electronic asset amendment form to con�nuously integrate new assets to the 

system. 

• Developing an end-to-end defect detec�on and work management dashboard to con�nuously 

stay aware of the network defects and resolve in due �me. 

Conver�ng our CAD drawings to GIS data to improve public health and safety factors around 

underground assets. 

We are currently working to significantly change our inspec�on processes to enhance and 

standardise our asset condi�on assessment and increase the frequency of surveys.   

This will be achieved by establishing a new helicopter and drone-based line inspec�on programme 

that will provide high frequency (5 year) line condi�on data for all our pole assets.  The survey will 
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become a regular programmed ac�vity and provide a rich data set for condi�on review further 

enhanced in conjunc�on with LiDAR scanning data.   

Along with condi�on informa�on it will also provide a range of other informa�on and fault 

indicators, such as infrared heat detec�on, corona discharge indica�on and a video survey of the line 

infrastructure for review and reference.  We expect to commence the survey in November 2023.  

 

We have improved our understanding of fault drivers. 

Over the last three years we have undertaken several ini�a�ves to improve our understanding of the 

drivers of faults.  This has included: 

• Establishing an Outage Management Commitee (OMC) to review outage events and determine 

underlying trends. 

• Establishing a Vegeta�on Management Commitee (VMC) to review outage events and 

determine underlying trends and management strategies related to vegeta�on. 

• Developing a more enhanced fault repor�ng framework. 

• Undertaking a detailed Failure Mode and Effects Analysis (FMEA). 

• Undertaking quarterly reviews of reliability performance. 

 

We have created an overhead line visual inspec�on guideline. 

Following the FMEA analysis we have developed an Overhead Line Visual Inspec�on Guide which 

provides a set of guidelines with pictorial examples of how to assess our pole assets. 

 

We have improved our approach to vegeta�on management. 

Since 2018 we have undertaken several ini�a�ves to improve our vegeta�on management 

This has included: 

• Materially increasing our vegeta�on management budget from ~$900k to $1.4m since 2018. 

• Expanding our fault repor�ng framework to increase our understanding of outage drivers for 

vegeta�on. 

• Comple�ng a LiDAR survey of our vegeta�on in 2021 and applying the vegeta�on risks found into 

our vegeta�on planning. 

• Established a Vegeta�on Management Commitee – an opera�onal group assigned to review and 

improve our vegeta�on management and performance. 

• Developing a Vegeta�on Management Strategy.  

• Establishing a high-risk tree database. 

• Engaging with forestry owners to consider line diversion as a key reliability op�on. 

• Introducing a road reserve vegeta�on clearance and spraying programme. 
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• Strengthening our ability to take legal ac�on against landowners not compliant with the Tree 

Regula�ons. 

 

We have established new opera�onal governance frameworks. 

Since 2018 we have established a new asset management governance framework to provide 

oversight on our asset management and network performance. The framework consists of five 

opera�onal management groups to oversee opera�onal performance and drive business change and 

two commitees to provide governance oversight.  The framework covers the key areas of asset 

management including design, construc�on, maintenance, vegeta�on, outage performance and 

public safety.  Senior management and Board engagement is enabled through regular Asset 

Management Commitee (AMC) and Regulatory & Asset Management Commitee (RAM) mee�ngs 

respec�vely, which closely monitors the development and opera�on of our distribu�on assets .  

Figure 29 shows the framework. 

Figure 29: Opera�onal governance framework for asset management 
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We have improved our fault management processes. 

In the last 24 months we have put in place several ini�a�ves to improve our fault management for 

major events.  The most significant changes have been: 

• A new Coordinated Incident Management System (CIMS) framework for managing severe faults. 

• A new NiWA weather forecas�ng tool that provides a 7 day ahead weather forecast. 

 

We have also made changes to our fault response improvements initiated during the year were: 

• All feeder faults/recloser lockouts (except SWER reclosers) are dispatched immediately instead of 

wai�ng to see if the control room can restore first (following a mandatory 15 minute stand-down 

to manage fire risk); 

• Priority in fault restora�on should be given to the restora�on of supply over fault repair; 

• Where a fault contains both HV and LV, repair HV first then LV; 

• Use of mobile generators for feeder faults.  Specific connec�on points established on cri�cal 

feeders across the network for such eventuality. 

 

These tools have improved our general management of major outage events, and we believe they 

have helped mi�gate several Major Events from being triggered in FY2023. 

We are con�nuing to develop our fault response processes.  In RY2024 we intend to develop a 

network wide spares management capability that will allow deployment of cri�cal spares at strategic 

loca�ons around the network to enable fault staff to restock in flight rather than travelling to depots. 

 

We have increased our asset management resources. 

In 2022 TLC completed a review of its network and asset management resources, which has resulted 

in a staff increase of 14% to support these func�ons.  Recruitment of staff is now almost complete 

and will provide a significant increase in capability to con�nue to drive improvements.   

 

We are con�nuing to improve our asset management. 

We are con�nuing to improve our asset management processes and systems.  Key ini�a�ves we are 

planning to put in place over the next twelve months include: 

• Helicopter and drone surveillance of our pole top condi�on. 

• Commencing a three-year programme to renew, digi�se and integrate our key asset 

management planning and opera�onal systems including GIS, CRM, ADMS and Finance systems. 
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• Establishing an integrated risk tool with the assistance of NiWA to overlay detailed 35 day ahead 

weather forecasts against line segment cri�cality, asset condi�on and historic outage 

performance. 

• Purchasing and opera�onalising a mobile substa�on to reduce the impact of planned outages on 

our customers, and to provide emergency backup support in fault events. 

• Con�nuing to progress our security of supply programme and extending this to include a new 

Security of Supply standard for feeders. 

 

We are inves�ng in further digi�sa�on and automa�on of our systems and processes. 

In our 2023 AMP7 we have outlined an es�mated investment of $6m to upgrade TLC’s key asset 

management and opera�onal systems.  This is a business wide business digi�sa�on project that 

including (at a high level) renewing, commissioning and integra�ng the following systems: 

• GIS (Geographic Informa�on System):  Upgrade and integrate. 

• ADMS (Advanced Distribu�on Mangement System): New. 

• AMS (Asset Management System / database): Upgrade and integrate. 

• SCADA (Supervisory Control and Data Acquisi�on system): Upgrade. 

• CRM (Customer Rela�onship Management system): New. 

• Finance and accoun�ng: Integrate. 

To achieve this, TLC has created a new department focusing on the implementa�on of these systems 

and improving opera�onal excellence in TLC’s asset management and opera�onal processes. 

 

Since 2018 we have undertaken external AMMAT assessments to monitor our asset management 

improvement. 

Since 2018 we have undertaken external assessments of our asset management improvement 

(AMMAT) to track our progress.  The review indicate that TLC is con�nuously improving in its asset 

management capabili�es.  Figure 30 shows the improvements in key asset management func�onal 

areas that TLC has made since RY2018. 

 

Figure 30: TLC’s asset management maturity progress since RY2018. 

 
7 2023 AMP sections 4.5 page 69 and Section 8.1 page 141 
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14. Intended reviews, analysis or inves�ga�ons into 
RY2023 reliabilty performance. 

 

Section12.4(g) of the DPP Determination 2020 requires us to outline any intended reviews, intended 

analysis, or investigation that would meet the categories specified in clause 12.4(c)-(f), which is 

planned, but not yet completed. 

 

Analysis undertaken in this Unplanned Interrup�ons Report forms the basis of our inves�ga�on of 

RY2023 network performance.  Its key finding is that the increase in network outages were driven by 

an year of extreme weather that triggered increases in adverse weather and out of zone tree faults, 

and that our assets and vegeta�on management programmes generally performed as planned. 

 

As noted in this paper TLC has developed a range of asset management processes and opera�onal 

governance structures over the last five years, which we think appropriately in monitor and manage 

our network performance, and which we are con�nuing to develop and improve.   

 

At this stage TLC does not have any further reviews or inves�ga�ons planned into the RY2023 

performance. 
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15. Schedule 10: Form of director’s cer�ficate for
unplanned interrup�ons repor�ng.

Clause 12.4(h) 

I, Bella TAKIARI-BRAME, being a director of The Lines Company cer�fy that, having made all reasonable 

enquiry, to the best of my knowledge and belief, the atached unplanned interrup�ons repor�ng of 

The Lines Company, and related informa�on, prepared for the purposes of the Electricity Distribu�on 

Services Default Price-Quality Path Determina�on 2020 has been prepared in accordance with all the 

relevant requirements. 

Bella Takiari-Brame 

Director 

30 August 2023 

Note: Sec�on 103(2) of the Commerce Act 1986 provides that no person shall atempt to deceive or 

knowingly mislead the Commission in rela�on to any mater before it. It is an offence to contravene 

sec�on 103(2) and any person who does so is liable on summary convic�on to a fine not exceeding 

$100,000 in the case of an individual or $300,000 in the case of a body corporate. 
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Appendix A: Summaries of Major Event ICAM reports. 

The following summaries provide greater detail on each major event.  In each case TLC has 

completed a more comprehensive ICAM report which contains greater detail. 

1. Mokau feeder SAIDI major event 

Location 11 kV Mokau feeder Main equipment Distribution lines 
Cause type Adverse weather Cause detail Extreme wind 
Major contributing interruption: 
• 19/05/2022 17:30 to 21/05/2022 16:59 
• 35.54 normalised to 2.36 SAIDI minutes 
 
Response to the major event 
At 17:24 on 20/05/2023 strong winds brought down a section of overhead conductor on the Mokau 
11 kV feeder. Information from the circuit breaker that tripped to lockout indicated that a line clash 
caused the conductor to fall. The fault occurred near the start of the Mokau feeder, which is a 
remote rural feeder with no back-feed options. The conductor (a 210m span) had fallen across State 
Highway 3 and traffic management was required (from Hamilton) to repair. There had already been 
34 unplanned outages the day of the major event and therefore staff fatigue was an issue. Given it 
was also getting dark, a decision to request a generator was made early in the fault response. The 
generator required needed to come from Auckland and, after a few technical issues, the generator 
restored supply to most affected customers the following morning. All customers had their supply 
reinstated by 12:25 on 21/05/2022. 
 
Mitigating factors that may have prevented or minimised the major event 
• Rapid deployment of the generator. 
 
Proposed steps to mitigate the risk of future similar major events 
• Analyse LIDAR data for line clash potential and mitigate high-risk (high clash potential on high 

criticality segments) spans. 
• Investigate options for a permanent generator or back-feed on the Mokau feeder. 
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2. Mul�ple feeders weather event 12 June 2022 SAIDI major event 

Location TLC Network Main equipment 11 kV Distribution Lines 
Cause type Extreme Weather Cause detail Wind/Lightning 
Major contributing interruption: 
• 12/06/2022 16:30 to 13/06/2022 22:59 
• 12.38 normalised to 3.37 SAIDI minutes 
 
Response to the Major Event 
At 02:46 on 12/06/2022, the first fault for this major event occurred. Pomerangai and 
Taumatamaire weather stations were reporting high winds after 13:00, accompanied by various 
spur line outages. At 19:46 the Te Mapara feeder tripped and was sectionalised and restored by 
20:39 (212 customers, 0.34 SAIDI). At 20:58 a recloser on the Benneydale feeder tripped from tree 
contact with lines (42 customers 0.481 SAIDI). At 03:14 on 13/06/2022, a tree fell through the 
northern feeder beyond switch 6151. A recent upgrade in RY2021 of switch 6151 meant that 327, 
as opposed to 498, customers were affected by this outage (SAIDI 2.55 minutes). This was the most 
significant outage during the weather event. 
 
A total of 46 class C (unplanned interruptions) outages were recorded over 2 days – outages over 
0.50 SAIDI minutes for this major event are detailed below: 
 

date/time off feeder customers SAIDI classification 
12/06/2022 08:25 Mokau 16 1.00 Lightning 
13/06/2022 03:14 Northern 327 2.55 Vegetation (Residential out of zone) 
13/06/2022 09:22 Ongarue 30 0.62 Extreme Weather (Wind) 
13/06/2022 06:53 Te Mapara 55 0.65 Defective Equipment (Faulty Switch) 
13/06/2022 08:32 Mokau 48 0.64 Extreme Weather (Wind) 
13/06/2022 06:48 Tirohanga 254 0.64 Extreme Weather (Wind) 
13/06/2022 15:08 Northern 327 1.79 Vegetation (Residential out of zone) 
13/06/2022 16:25 Aria 25 1.20 Lightning 
13/06/2022 19:02 Benneydale 14 0.52 Extreme Weather (Wind) 

 
Factors that may have prevented or minimised the major event if implemented 
• This event was primarily a weather event however opportunities to improve our response to 

such events are continuing to be explored. 
• A CIMS-type event management system would help the management of resources during 

extreme weather events to ensure the network activities are prioritised correctly. 
 
Proposed steps to mitigate the risk of future similar major events 
• CIMS event management is in the process of being implemented and tested at the time of 

writing this report. 
• Discussion with forestry owners/managers to clear trees that are out of the Growth Limit Zone 

(GLZ), however, EDBs do not have any legal rights to enforce this. 
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3. Lake Taupo feeder SAIDI major event A 

Location 33 kV Lake Taupo feeder Main equipment Sub-transmission lines 
Cause type Defective equipment Cause detail Crossarm - Loose bolts 
Major contributing interruption: 
• 5/10/2022 12:30 to 7/10/2022 11:59 
• 15.83 normalised to 0.60 SAIDI minutes 

Response to the Major Event 
At 12:29 on 6/10/2022, CB6578 at the start of the Lake Taupo 33 kV feeder tripped to lockout. 
Customers supplied from Awamate and Waiotaka zone substations were back fed, but an attempt 
to close the tripped breaker resulted in an additional loss of the Tokaanu/Kuratau 33 kV feeder due 
to Transpower’s CB1102 detecting the fault before CB6578. A faultman and helicopter were 
dispatched to find the issue. The faultman found a damaged insulator, however, the cause of the 
fault was identified from the helicopter as a tilted cross-arm that had lost its kingbolt. The fault was 
isolated, and the repair was carried out. Because the Lake Taupo 33 circuit shares some pole sites 
with the Rangipo-Hautu 11 kV feeder and the Hirangi SWER, these lines also needed to be isolated 
to enable the repair. The SWER isolation was initially overlooked which required re-permitting. Both 
the damaged insulator and cross-arm were repaired and the supply to all customers was reinstated 
at 19:15. 
 
Factors that may have prevented or minimised the major event if implemented 
• Immediate dispatch of the fault person when the initial trip occurred. 
• Fixing the damaged insulator later as planned work. 
• Double nutting the cross-arm Kingbolt. 
 
Proposed steps to mitigate the risk of future similar major events 
• Update DS16 with double nutting procedure. 
• Consider retrofitting double nuts on high-risk lines. 
• Improve situational awareness of where our field resources are and consider a geospatial 

system to track vehicle location. 
• Reiterate the requirement to dispatch a fault person upon a trip to lockout, rather than waiting 

15 minutes for the result of the manual closing attempt. 
• Consider investigating alternative supply options for the Kiko Road substation. 
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4. Gadsby Road / Wairere feeder SAIDI major event 

Location 
33 kV Gadsby Rd / Wairere 
feeder 

Main equipment Sub-transmission lines 

Cause type Defective equipment Cause detail Crossarm - Rotten 
Major contributing interruption: 
• 11/11/2022 11:00 to 13/11/2022 10:29 
• 17.41 normalised to 1.20 SAIDI minutes 

Response to the Major Event 
CB2202 tripped to lock out at 10:51 on 12/11/2022 resulting in the loss of supply to Oparure, 
Gadsby Rd, Wairere and Mahoenui Substations. A couple of communication issues hampered the 
initial response, but a helicopter was in the air at 11:34. At 12:05 the fault was found to be caused 
by an insulator that had come free from a split crossarm at Pole 3070282. The fault was isolated, 
and repairs were carried out. All customers had their power supply reinstated by 15:25. 
 
The failed cross-arm had been given 4-5 year remaining life when inspected in 2016 and was initially 
part of a multi-year line renewal project. The first phase of the line renewal was completed but in 
2018 an UAV aerial inspection of the Gadsby Rd/Wairere 33 kV feeder was carried out by an external 
contractor to improve the quality of the data supporting the renewal project. In the inspection 
report, the cross-arm at pole 3070282 was described as a “Weathered old arm with some splitting” 
and was given a Low urgency rating by the contractor. Higher urgency-rated assets were prioritised 
for replacement and there was no follow-up on the cross-arm at pole 3070282. 
 
Factors that may have prevented or minimised the major event if implemented 
• Internal review of urgency/intervention ratings for structural defects identified by contractors. 
• Combining UAV and ground-based data to provide a single source of asset inspection 

information (in BASIX). 
• Remediation tracking of all structural defects identified by aerial inspection. 

 
Proposed steps to mitigate the risk of future similar major events 
• Check that all structure defects in the Wairere Tie line UAV Aerial inspection report 

(Broadspectrum, 2018) have been addressed. 
• Develop processes to transfer future UAV inspection data into BASIX to provide a single source 

of asset condition information used for line renewals. 
• Improve contact details (including backup phone numbers and credentials) for all staff involved 

in fault responses. 
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5. Cyclone Gabrielle SAIDI and SAIFI major event 

Location Network-wide faults Main equipment Overhead lines 
Cause type Adverse weather/vegetation Cause detail Multiple 
Multiple contributing interruptions: 
• 12/02/2023 17:00 to 17/02/2023 07:59 
• 338.00 normalised to 11.93 SAIDI minutes 
 
• 12/02/2023 23:00 to 15/02/2023 02:29 
• 0.6362 normalised to 0.0917 SAIFI minutes 
 
Context and Response to the Major Event 
On the evening of February 13, 2023, New Zealand was hit by ex-tropical cyclone Gabrielle, resulting 
in heavy rainfall, strong winds, and coastal flooding in the North and Eastern regions of the North 
Island. While less affected than other areas in New Zealand, parts of The Lines Company's network 
sustained significant damage resulting in 4,650 customers being without power at the peak of the 
event. Recovery efforts were intensive, lasting several days due to the extensive damage to the 
network. Despite these challenges, 50% of customers had their power restored within 11 hours and 
90% within 35 hours, as shown in Figure 1. This event was unprecedented in The Lines Company's 
recent history, and the high volume of incidents and extensive network damage placed a significant 
strain on the people, processes, and systems involved. The damage to the network was primarily 
caused by out-of-zone fallen trees. 

 
Plot of customers off supply vs time during the Cyclone Gabrielle event and its recovery. 
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Example photographs of typical network damaged that occurred during Cyclone Gabrielle. 
 
Factors that may have prevented or minimised the major event if implemented 
• While CIMS is a versatile incident response framework, it is not prescriptive in its specific 

procedures. As a result, the existing generic training received by TLC staff on CIMS was not 
specifically tailored to the systems, processes, and procedures needed to respond effectively 
to damaging windstorms, which are a common occurrence in a distribution network. 

• Although some level of uncertainty is inevitable during the early stages of a significant event, 
such as Cyclone Gabrielle, the amount and duration of uncertainty could have been significantly 
reduced with proper preparation. The implementation of pre-prepared information gathering 
tools, such as integrated dispatch and Incident Response Management spreadsheets, could 
have enabled the CIMS intelligence function to operate more efficiently, thereby providing 
more accurate and timely information to the IMT. 

• In addition, the use of visual aids such as maps displaying the location and status of outage 
areas proved to be highly effective in visualizing the incident and planning response at a macro 
level. 

• To alleviate the bottleneck for switching and access permits, it could have been helpful to have 
additional controllers available. This would have made it possible to divide the network into 
north and south regions speeding up switching and issue of access permits. 

• Communicating restoration priorities clearly to controllers and field crews would have enabled 
the queuing of field crew access to the controllers to be better optimised, potentially improving 
the rate of customer restoration. 
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• The failure to conduct a significant network event simulation resulted in a missed opportunity 
to identify issues that, if addressed, could have significantly enhanced the response to Cyclone 
Gabrielle. 

 
Proposed steps to mitigate the risk of future similar major events 
• The generic CIMS framework needs to be customized by defining specific roles, responsibilities, 

tasks, procedures, systems, and checklists for incident participants to effectively deal with 
common large-scale network events like windstorms and lightning storms. 

• Implement a suite of process management and information gathering tools that integrate 
across the various incident response roles (such as dispatch, control and field operations). This 
could use spreadsheets and other standard software tools. 

• Create and deploy visual aids to assist in managing similar network-wide events. These aids may 
take the form of GIS maps, or, if deemed more practical, paper or whiteboard tools located in 
the incident room. 

• Conduct a review to determine the ideal number of network controllers to balance cost-
effective BAU services and capacity to handle high volume network events, recognizing the 
tension between these two requirements. 

• To improve the restoration process and address the bottleneck caused by limited network 
controllers, the Incident Response team should create a prioritized list of restoration priorities 
and communicate them to both control and field supervisors. This will ensure proper 
sequencing of the restoration effort and minimize the impact of the controller bottleneck. 

• After implementing the process and system changes recommended in this report, perform a 
significant network event simulation to evaluate and further refine TLC’s response capability. 
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6. Lake Taupo feeder SAIDI major event B 

Location 33 kV Lake Taupo feeder Main equipment Sub-transmission lines 

Cause type Vegetation Cause detail 
Veg – Plantation trees out of 
zone 

Major contributing interruption: 
• 28/03/2023 10:00 to 30/03/2023 09:29 
• 17.79 normalised to 0.41 SAIDI minutes 

Response to the Major Event 
An out-of-zone tree that had been previously damaged by Cyclone Gabrielle brought down the Lake 
Taupo 33 kV feeder. 
 
Factors that may have prevented or minimised the major event if implemented 
• Clearance of at-risk vegetation post-cyclone. 
 
Proposed steps to mitigate the risk of future similar major events 
• Implement a post-major event process to prioritise the review of affected areas, identifying 

remaining hazards and promptly acting to remedy them. 
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Appendix B: Detailed Class C Interrup�ons 

Section 12.4(b) of the DPP Determination 2020 requires us to provide for each Class C interruption for 

the assessment period:  

(i) the start date (dd/mm/yyyy) of the Class C interruption; 

(ii) the start time (hh:mm am/pm) of the Class C 

interruption; 

(iii) the end date (dd/mm/yyyy) of the Class C interruption; 

(iv) the end time (hh:mm am/pm) of the Class C interruption; 

(v) SAIDI value of the Class C interruption; 

(vi) SAIFI value of the Class C interruption; 

(vii) the cause; 

 

Please refer to Detailed Class C Interrup�ons Excel Report. 

 

  

https://thelines.sharepoint.com/sites/TLCwNMR/DPP/Default%20price-quality%20path%203%20(DPP3)/RY2023/Annual%20Compliance%20Statement/Quality%20of%20Supply/Unplanned%20Outage%20Report/Appendix%20B%20-%20Detailed%20Class%20C%20Interruptions.xlsx
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Appendix C: Analysis conducted. 

Section 12.4 (f) of the DPP determination 2020 requires us to provide any analysis, conducted in the 

assessment period in which the non-exempt EDB failed to comply with the annual unplanned 

interruptions reliability assessment specified in clause 9.8 or in any of the three preceding assessment 

periods, of: 

(i) trends in asset condition; 

(ii) the causes of Class C interruptions; 

(iii) asset replacement and renewal; or 

(iv) vegetation management; 

 

 

During the course of RY2023 and the preceding three years, TLC presented 93 papers to the Asset 

Management Commitee (AMC) for review.  We have summarised the papers that have informa�on 

relevant to the four categories listed in 12.4 (f) above in the following table. 

 



 

Date Presente
d to 

Title Purpose Analysis / informa�on presented 

Jun 2019 AMC 2019 Network 
reliability analysis 
(unplanned outages) 

To provide a summary of the 
unplanned network outages for 
the 2019 financial year 

Detailed analysis of network reliability performance including: 
• Comparison to prior years;  
• Major event days;  
• Vegeta�on outages;  
• Defec�ve equipment outages;  
• Weather related outages;  
• Third-party damage outages;  
• Wildlife outages;  
• Human error related outages. 

Jun 2019 AMC Vegeta�on 
Management Plan 

To present the FY20 Vegeta�on 
Management Plan for approval 

Detailed vegeta�on management plan including: 
• Targeted Performance Improvement 
• Analysis of Vegeta�on Related Outages 
• Review of Key Ac�ons Taken to Date 
• Vegeta�on Management Strategy and Plans 
• Considera�ons and Assessment  
• Vegeta�on Management Improvement Plan  
• Suppor�ng Plans 
• Targets and Repor�ng  
• Feeder Priority Schedule 
• Feeder Inspec�on Plan 
• Feeder Remedia�on Plan 

Nov 2019 AMC Outage Analysis H1 
FY20 

To provide an overview of 
network faults for Q1 and Q2 of 
FY20. Including addi�onal 
analysis of all major network 
faults and a year on year 
comparison with Q1 and Q2 of 
FY19 

Detailed analysis of network reliability performance including: 
• Year on year comparison  
• Analysis of major interrup�ons 
 

Nov 2019 AMC Incident Report – 
Taharoa Village 
Substa�on Outage 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 
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Nov 2019  Planned Work to 
Minimise SAIDI & 
SAIFI Impact FY20 

To outline the changes made to 
planned work for FY20 in order 
to keep both SAIFI and SAIDI 
under maximum limits whilst 
not affec�ng FY20 CAPEX. 

Outlines TLC’s approach to minimising SAIDI and SAIFI impacts while con�nuing to deliver 
the planned capex programmes. 

Nov 2019 AMC Outage Management 
and Analysis 

To outline refinements to the 
month end process for recording 
and monitoring of outages and 
their associated costs. 

Outlines changes to TLC’s processes to monitor, review and record outages, including trigger 
points for undertaking internal reviews of major outages and ICAM reviews of major event 
outages. 

Nov 2019 AMC Power Transformer 
Management 

To seek approval for new 
transformer procurement to 
support the power transformer 
replacement programme. 

Summarises the results of the recently developed Power Transformer Procurement Case 
Study and recommends the procurement of three new power transformers to allow 
commencement of the Power Transformer Replacement Programme. 
Two addi�onal papers are connected with this cover paper that outline: 

• the business case for power transformer procurement,  
• the transformer procurement and reloca�on programme, 
• a detailed study of the exis�ng power transformers in TLC’s fleet 
• ra�onale for renewal and reloca�on of power transformers 

Nov 2019 AMC Turangi Backup 
Supply Op�ons 
Update 

Provides an update on 
iden�fica�on and 
implementa�on of backup 
supply op�ons for the Turangi 
Township. 

Outlines progress on the stage 1 of the Turangi 11kV cable upgrade. 

Nov 2019 AMC LIDAR Network 
Survey 

Provides and overview of the 
proposal for LIDAR survey of the 
TLC Network 

Outlines the approximate costs, benefits and risks to undertake a LiDAR survey of the TLC 
network. 

Nov 2019 AMC AMP Planning 
Update 

To provide an ini�al overview of 
the 2020 AMP process, its key 
objec�ves and issues, and how 
TLC is considering forming the 
balance between risk, service, 
delivery and cost. 

Outlines the objec�ves of the 2020 AMP and discusses changes in expenditure for key asset 
classes to support these objec�ves.  The objec�ves as outlined are: 

• Allevia�ng security of supply constraints 
• Maintaining a sustainable line renewal programme 
• Managing reliability 
• Improving Safety 

Feb 2020 AMC Incident Report – 
Turangi Car vs Pole 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 

Feb 2020 AMC Incident Report – 
Waikawau Outage 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 
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Feb 2020 AMC Incident Report – 
Extended Outage – 
Ohakune 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 

Feb 2020 AMC Incident Report – 
12296 Switching 
Process Failure 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 

Feb 2020 AMC AMP 2020 Proposed 
Plan 

To renew approval for our Asset 
Management Policy and 
Objec�ves, update the AMC on 
the revised capital plan and 
seek approval for the Base 
Op�on that is recommended 

Outlines key changes to the AMP plan including analysis of capex changes and the expected 
improvements resul�ng from those changes.  This includes analysis of”: 

• feeder performance,  
• risk improvement,  
• SAIDI improvements  

Feb 2020 AMC Quality Measures 
and Targets 

To provide the AMC with an 
early view of a Network 
Performance and Customer 
Experience sec�on that is 
proposed to be added to the 
2020 AMP. 

Outlines the quality measures and targets proposed for the 202 AMP.  This includes a 
suppor�ng paper (proposed quality sec�on of the 2020AMP) that covers analysis on: 

• Network performance: Faults 
• Major causes of interrup�ons 
• Defec�ve equipment 
• Vegeta�on interrup�ons 
• Third party interference interrup�ons 
• Managing unplanned interrutpions 
• Feeder performance 
• Customer experience measures 

Feb 2020 AMC Turangi Backup 
Supply Op�ons 
Update 

To provides an update on 
iden�fica�on and 
implementa�on of backup 
supply op�ons for the Turangi 
Township. 

Provides an update of progress of the 11kV backup cable upgrade to Turangi township 

Feb 2020 AMC Changes to TLC’s 
outage management 
system. 

Sets out the planned changes 
for our outage management 
system for FY2021 

Outlines changes to TLC’s outage mangement recording to provide enhanced visibility of fault 
causes.  It covers changes TLC is seeking to make in: 

• Data capture 
• Analysing the data 
• Repor�ng the data 

Feb 2020 AMC Outage Analysis for 
the first three 
quarters of FY20 

To provide an overview of 
network faults for Q1 to Q3 of 
FY20 and compares them to 
FY19 for comparison purposes. 

Detailed analysis of network reliability performance including: 
• Year on year comparison  
• Analysis of major interrup�ons 
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Feb 2020 AMC Overhead line 
conductors in poor 
condi�on 

To iden�fy if there are any other 
loca�ons where the overhead 
line conductor is in poor 
condi�on 

Outlines analysis of  
• Types of conductor on the TLC network 
• Reasons why conductors can fail 
• Regional issues 
• Work required to prepare remedial work plans 

Jun 2020 AMC Reliability Analysis 
for FY2020 

To provide a summary of the 
TLC’s quality performance for 
the 2020 Financial 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Comparison across DPP periods 
• Analysis of major interrup�ons 
 

Sep 2020 AMC Network Quality 
Performance Analysis 

To provide an overview of TLC’s 
network outage performance 
for the first five months of FY21 
between 01 April 2020 and 31 
August 2020. 

Detailed analysis of network reliability performance for key SAIDI and SAIFI categories 
including: 
• Year on year comparison  
• Analysis of major interrup�ons 
 

Sep 2020 AMC Vegeta�on 
Management 
Strategy 

To outline a strategy that will 
enable TLC to effec�vely assess 
and manage vegeta�on risk 

Provides analysis and strategic framework for improving vegeta�on management. 

Sep 2020 AMC Vegeta�on 
Management Plan 
FY2021 

To seek approval for the FY2021 
vegeta�on management 
strategy  

Provides detailed analysis of vegeta�on management performance including 
• Tree maangement performance 
• Review of FY2020 Vegeta�on Related SAIDI and SAIFI 
• Inspec�on Performance 
• Analysis of Vegeta�on Management Prac�ce 

Outlines a vegeta�on management plan for FY2021 
Dec 2020 AMC Network Quality 

Performance Analysis 
To provide an overview of TLC’s 
network outage performance 
for the first eight months of 
FY2021 between 01 April 2020 
and 30 November 2020. 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Primary causes and trends of interrup�ons 
• Analysis of major interrup�ons 

 
Dec 2020 AMC Impact of changes to 

reclosing se�ngs and 
procedures on SAIDI 

To outline the impact on 
unplanned SAIDI from the 
introduc�on of the 15-minute 
minimum wait �me for 

Provides analysis of the impact of changing TLC’s opera�ng procedures (that were 
implemented to support public safety) on TLC’s SAIDI performance. 
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for FY2019 and 
FY2020 

manually closing locked-out 
auto-reclosers and the disabling 
of auto-reclosing during periods 
of high fire risk  

Dec 2020 AMC Incident Report – 
Lake Taupo 33 
Outage 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 

Dec 2020 AMC Incident Report – 
Gadsby Rd / Wairere 
33 outage 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 

May 2021 AMC Network Quality 
Performance Analysis 

To provide an overview of TLC’s 
network outage performance 
for FY2021. 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Primary causes and trends of interrup�ons 
• Analysis of major interrup�ons 

 
May 2021 AMC Incident Report – 

Gadsby Rd / Wairere 
33 outage 

To provide an ICAM review of 
the incident. 

Detailed review of the outage in ICAM format 

May 2021 AMC Vegeta�on 
Management Plan 
FY 2022 

Sets out what TLC will deliver in 
the short term (next 12 months) 
based on both progressing the 
strategy and addressing 
immediate challenges and 
performance 

Provides: 
• A review of vegeta�on management performance  
• A review of Vegeta�on SAIDI and SAIFI performance 
• Outlines an FY2022 improvement plan 
• Targets 
• Feeder priori�sa�on and schedule 

Sep 2021 AMC Network Quality 
Performance Analysis 

To provide an overview of TLC’s 
network outage performance 
for the first four months of FY22 
between 01 April 2021 and 31 
July 2021. 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Primary causes and trends of interrup�ons 
• Analysis of major interrup�ons 

 
Sep 2021 AMC Update on the LiDAR 

Project 
To update that AMC on our 
progress with the LiDAR project 
so far. 

Provides an overview of preliminary results from the LiDAR survey rela�ng to vegetaiton and 
asset clearances. 
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Nov 2021 AMC Network Quality 
Performance Analysis 

To provide an overview of TLC’s 
network outage performance 
for the first seven months of 
FY2022 between 01 April 2021 
and 31 October 2021. 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Primary causes and trends of interrup�ons 
• Analysis of major interrup�ons 

 
Nov 2021 AMC Progressing our 

vegeta�on 
management 
approach 

To outline how we intend to 
progress our vegeta�on 
management approach based 
on insights from the LiDAR 
survey conducted this year. 

Outlines findings from the LiDAR survy related to vegeta�on risk, and outlines an approach 
to manage these risks. 

May 2022 AMC Network Quality 
Performance Analysis 

To provide an overview of TLC’s 
network outage performance 
for FY22 in rela�on to 
regulatory quality standards 
and to historical performance 
for Class B and Class C outages. 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Primary causes and trends of interrup�ons 
• Analysis of major interrup�ons 

 
Aug 2022 AMC Network Quality 

Performance Analysis 
To provide an overview of TLC’s 
network outage performance 
for the first four months of FY22 
between 01 April 2021 and 31 
July 2022. 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Primary causes and trends of interrup�ons 
• Analysis of major interrup�ons 

 
Aug 2022 AMC Vegeta�on 

Management Plan 
FY 2023 

Sets out what TLC will deliver in 
the short term (next 12 months) 
based on both progressing the 
strategy and addressing 
immediate challenges and 
performance 

Provides: 
• A review of vegeta�on management performance  
• A review of Vegeta�on SAIDI and SAIFI performance 
• Outlines an FY2023 improvement plan 
• Targets 
• Feeder priori�sa�on and schedule 

Nov 2022 AMC Network Quality 
Performance Review 

To provide an overview of TLC’s 
network outage performance 
for Class B (planned) and Class C 
(unplanned) outages for the 
first seven months of FY23 

Detailed analysis of network reliability performance including: 
• Year on year comparison of key SAIDI and SAIFI categories 
• Comparison against historic trends 
• Primary causes and trends of interrup�ons 
• Analysis of major interrup�ons 
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between 01 April 2022 and 31 
October 2022. 

Nov 2022 AMC FMEA analysis and 
effec�veness of 
inspec�on 
techniques 

To review the effec�veness of 
inspec�on technicques in 
detec�ng major causes of 
defec�ve equipment faults 

Provides a detailed analysis of asset failure types, the consequqnces of failure, SAIDI impact 
and the effec�veness of know inspec�on and detec�on methods. 

 

  



Appendix D: Independent inves�ga�ons 

Section12.4(c) of the DPP Determination 2020 requires us to report on any independent reviews on the 

state of the network or operational practices completed in the assessment period or in any of the three 

preceding assessment periods. 

 

Please refer to the following oi 

• Responding to Cyclone Gabrielle:  A review of The Lines Company’s response to and recovery from 

Cyclone Gabrielle, Paul Blackmore, Agila Solu�ons Limited 

• Review of failure Mode and Effects Analysis (FMEA), Paul Blackmore, Agila Solu�ons Limited 

• Extreme Weather Days, Ben Noll, NIWA meteorologist 
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